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• De
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Course Overview

§ June 17
§ Cyber Risk and Resilience Analytics Overview
§ Modeling Attacker Opportunity
§ Lateral Propagation Analysis
§ Assess Adversarial Effort
§ Infer Adversarial Action and Intent

§ June 18
§ Hands on exercise in virtualized environment
§ Learn to generate and analyze attack graphs
§ Computer cyber risk and resilience metrics
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Life in the Security Operation Center

Security advisories

Apache HTTP 
Server 2.4 

vulnerabilities

Vulnerability 
reports

Network configuration

Intrusion Detection System
alerts

Users and data assets

Security Risk 
Assessment

Prioritized Mitigation Plan 



EVOLVING 
TARGETS

• Data and Knowledge

• Critical Infrastructure 
systems, such as ICS 

• Information theft

• Hacking for disruption

EVOLVING 
IMPACTS

• Data still a target

• Theft is not always the 
outcome

• Data being destroyed 
– or changed – which 
generates mistrust

EVOLVING
TECHNIQUES

• Using human layer 
(weakest link) 

Ø Phishing, malicious 
insiders

• Complex multi-stage 
(low and slow APTs)

TRENDS IN CYBER THREATS

Mining Industry Cyber Threat landscape, IDEFENSE, Accenture Security



Motivation 

• The cyber integration with critical infrastructure (CI)
• Enables high reliability and fast operability
• Impose risk of disruption of safe and secure operation

• Resilient cyber infrastructure- Ability to anticipate, withstand from deliberate attacks, 
threats or incidents

• Critical targets often segregated and often deployed away from the perimeter, hard 
to get into with direct access

• Defense-in-depth architecture forces attackers to conduct lateral propagation.



Motivation Cont…

• Adversaries need to propagate a long span of attack surface to reach their goal

• Recently executed more attacks took advantage of this architecture 

• Resilience analysis is quite challenging due to—
• Large scale
• Heterogeneous network
• Interdependency

• Adversarial opportunity and behavior is critical to understand the threat cycle

• Detection, prioritization and mitigation is a complex problem in CIs security 



Analytics Playground- Attack 
Surface 

• Subset of system resources that can be potentially used by an attacker to launch an 
attack. 

• A larger attack surface-
• Higher threat landscape
• Increased risk of compromise

• Different attempts has been taken to dynamically modulate attack surface. 

• Some possible challenges:
• Costly overhead to the legitimate users
• Maintenance complexity
• Disruption of service

• Existing work doesn’t consider attack life cycle.



Analytics Playground- Attack 
Surface 

Our attack surface analysis aim to protect critical functionality of the systems 
amid adversarial events 



Cyber Resilience Assessment in Critical 
Infrastructure (CI)

Capability:
Adversary skill set to 
conduct successful 

exploitation

Opportunity: Identify 
stepping stones and lateral 

propagation

Intent: Attack 
plans, attacks 

goals 

Holistic View of the CI. 
Potential exploitation 

and impact

Technical 
exposure through 

attack paths

Defender

Attack 
Progression

Identify 
accessible 

critical assets

Strategic plan 
driven by 

motivation and 
constraint

Limited View of the CI. 
Increased insight with 
successful exploitation

Intrinsic 
Knowledge. 
Evolving skill



Cyber Resilience 
Analytics
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Path Analysis: hardest 
path, critical path, 

stealthiest path etc.

Attack Graph Networked
Environment

Threat Intel Data

Test and Evaluate Analytics and 
Demonstrate Integrated 

Capability

Predictive Analytics

Adversarial Behavior Integration Defense Prioritization

Mapping with 
Techniques-Tactics

Develop Attack Profile

Derive Causal 
Relationship between 

Stepping-Stones
Track Attacker’s Motive 

by Opportunity, 
Capability and Intent 

Derive Cost and 
Operational Trade-off for 

each mitigation plan
Implement Remediation 
framework for efficient 

defense deployment



Goal 1- Problem Statement

• Existing work model lateral propagation-
• Graph spectral matrices 
• Bypassing contextual analysis. 

• Host in attack surface facilitates attack progression within this.

• Need to conduct susceptibility analysis of hosts along the path to the target

• Heterogeneous network architecture and expands diverse opportunity

How to model attacker’s opportunity within each host in the attack surface and 
how evolves through attack progression 



Goal 2- Problem Statement

• Opportunity gives different options to propagate
• Sophisticated attacker’s progression dictates by their motivation
• Static cyber defense doesn’t provide effective intrusion response
• Existing work doesn’t consider different aspects of attack strategy
• Need an efficient situational awareness to restrict persistent threats from deeper 

penetration

Given attacker’s opportunity space, how to model an intrusion response system 
by considering diverse strategy an attacker could employ in lateral propagation 



Goal 3- Problem Statement

• Attacks are diverse in terms of techniques, progression and impacts

• Attacks often follows-
• Sequence of steps towards target
• Sequence of actions in each step 

• Existing analysis only consider topological connection between stepping stones

• Assuming pre-defined skill set ignoring attack complexity in the propagation path. 

• Opportunity gives attackers potential expanse

• Additional Inspection needed to reveal hidden insight of  attack step

How to assess attacker’s evolving effort by characterizing potential adversarial 
behavior in the attack surface



Goal 4- Problem Statement

• Followed sequence depends on preference 

• Understanding attackers' motive is critical to track the behavior

• Conventional IoC doesn’t provide adequate defense against malicious campaign

• Meaningful campaign information could shrink huge attack surface

• Extract attack pattern not IoC

How to infer attackers prioritized action and the respective motive in the attack 
surface



Modeling Attacker’s Opportunity

• Sharif Ullah, Sachin Shetty, Amin Hassanzadeh, "Towards Modeling Attacker’s Opportunity for Improving Cyber 
Resilience in Energy Delivery Systems”, Resilience Week, Denver August 2018.

• Ullah, Ullah, Sharif, Sachin Shetty, Amin Hassanzadeh, Anup Nayak and Kamrul Hasan, “On the Effectiveness of Intrusion 
Response Systems against Persistent Threats." In 2020 International Conference on Computing, Networking and 
Communications (ICNC), IEEE, 2020.



Overview of the approach 
• Goal- Modeling attacker’s opportunity  for lateral propagation

Opportunity can be categorized as : 
• Use case 1 – Attack propagation
• Use case 2- Attack origin
• Use case 3- Damage propagation 

Three criticality metric:

• Topological Connectivity based Criticality Metric 
(TCCM)

• Social Vulnerability based Criticality Metric (SVCM)
• Infection Propagation base Criticality Metric (IPCS)



TCCM and SVCM 

• TCCM captures Attacker’s propagation itself by means of connectivity and other 
resources.

• Along with Global info. the contextual info incorporated to identify correlated risk

• SVCM captures Opportunity to attacker’s prior to penetration.
• Assign score to hosts based on the susceptibility of social engineering attack. 

EB matrix 
calculation

Topological 
Connectivity based 

CM
Similarity Index 

calculation
Origin and target 

point



• Model the opportunity each exploitable host provides.
• Attack graph is generated

• Network connectivity map
• Attacker’s privilege and security condition of host

• Attack path is characterized-
• Global info- degree of exploitability
• Contextual Info-

• Vulnerable Service (VS)
• Operating System (OS)
• Isolation Pattern (IP)

Along with global info. the contextual info is incorporated 
to identify the correlated risk 

TCCM- Parameters



• 𝑺𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚 𝑰𝒏𝒅𝒆𝒙: relative abundance of difference instances of 
contextual parameter in an attack path  

• Similarity index of parameter 𝒛 in attack path 𝒑𝒚 is given as

Where Effective richness of parameter 𝑧:

TCCM- Parameters

• Each path has 𝒒 types of instances of a parameter  
• 𝒎𝒋 : number of instances of type 𝒋
• |𝑯𝒚|: Total number of host/instances in whole 

attack path
• 𝒘𝒛 : weight factor



TCCM- Parameters

EB matrix 
calculation

Topological 
Connectivity based 

CMSimilarity 
Index 

calculation

Origin and target point

• 𝐸𝑓𝑓𝑜𝑟𝑡 − 𝑏𝑒𝑡𝑤𝑒𝑒𝑛𝑛𝑒𝑠𝑠 𝑚𝑎𝑡𝑟𝑖𝑥 (𝐸𝐵): describe the cost of each host 
through a path. 

• Element of EB: 𝑒"!#
$ =

%&#'('&$) *+,$ %+,$ (%"!
# #)

"&$* %+,$ (/"!
# )

• TCCM-



SVCM- Parameters 

• Attack path analysis is not sufficient to capture the opportunity of insider attack.
• This metric assign score to hosts based on the susceptibility of social engineering 

attack.  

• Classify each attack vector (AV) in terms of 
stages an attack spans. 

• Major stages is divided by multiple sub-
stages, marked by classification parameter.

• Each sub-stage classification parameters is 
mutually exclusive.    



SVCM- Metric

• Importance of classification parameter vary from network to network.

• Define score on each attack vector         social vulnerability score (SVS) 

• Weight 𝒁𝒌 for classification parameter 𝒌 based on defenders policy and 
strategy.

• Compute 𝑺𝑽𝑺 for attack vector 𝒊 given the set of classification parameter 𝑳𝒊

Our second criticality is derived by summing SVS and
frequency of interaction f over all AVs for host n and
multiply with network diversity  



IPCM- Infection Propagation 

• Interaction between system objects could be new opportunity for the attacker
• We classify three types of objects : process, files and sockets for our analysis

• Capture the dependency between objects by control and 
information flow between them

• Thus intrusion among any object could initiate infection 
propagation

• We model this propagation by object instance graph
• Host object instance graph 𝐻𝑂𝐼𝐺 ≡ 𝑉, 𝐸, 𝑂&, 𝑑'

Ø 𝑂!: 𝑉→∑" vertex to syscall trace
Ø 𝑬: 𝑠𝑒𝑡 𝑜𝑓 𝑒𝑑𝑔𝑒𝑠 ≡ 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑦
Ø 𝑉: 𝑠𝑒𝑡 𝑜𝑓 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 ≡ 𝑜𝑏𝑒𝑗𝑐𝑡 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
Ø 𝑑# : 𝐸→ 𝑑𝑒𝑝$ 𝑒𝑑𝑔𝑒 𝑤𝑖𝑡ℎ 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑠𝑜𝑢𝑟𝑐𝑒

→ 𝑠𝑖𝑛𝑘 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑦



IPCM- BN formulation & Metric 

• Infection propagation can be classified:
• Intra-object infection propagation
• Inter-object infection propagation

• Bayesian Network (BN) is effective tool to incorporate intrusion evidence in order to characterize infection 
propagation

• Probability of infection can be calculated with the CPT 
and the given equation

SVCM (maximum damage):

SVCM (minimum damage):

Set of objects related to process 
control and operation

Impact on substation 
operation

Intrusion 
evidence



IPCM- System Model

System 
Call Traces

Infection 
Propagation based 

CM

Object 
Instance 
Graph

Object 
Instance 
Graph

Filtering 
rules

Dependency 
rules

BN 
construction

Target 
Object

Trigger 
Object



Simulation Results: TCCM

Fig. 2: Standard deviation of TCCM due to multiple initial attack points, for each host (left) & for hosts within layer (right)

Fig. 3: Evaluation result for SD of TCCM due to OS, VS and IP (left), risk of the network for particular attack points 



Simulation Results: SVCM and IPCM

Fig. 4: Network diversity in terms of social 
attack vectors 

Fig. 5: Infection Propagation based CM for 
hosts



Intrusion Response- Proposed 
Approach

§ Capture and analyze dynamic behavior of attacker within attack path

§ Model attacker’s opportunity corresponding to each strategy

§ Extract post compromise sequence characteristics to inflict next adversarial options.  

§ An online dynamic intrusion response system

§ Deter attack occurrence by increasing the cost and uncertainty in attack planning and 

execution  

• Ullah, Ullah, Sharif, Sachin Shetty, Amin Hassanzadeh, Anup Nayak and 
Kamrul Hasan, “On the Effectiveness of Intrusion Response Systems against 
Persistent Threats." In 2020 International Conference on Computing, 



System Model

§ Investigate different options of potential opportunity of adversary.
§ Opportunity attack surface explore—

§ Attack graph
§ Object instance graph

§ Intrusion response phase examine suspicious chain and enforce 
appropriate decision



• Model the opportunity each exploitable host provides

• For node 𝑗 in path 𝑝( the cost value is calculated as 

• Known vulnerability exploitation by CVSS exploitability score

• The cost of target host 𝑡 also determined in a similar way—

• The exploitation score

Progression through Exploitation



Functional dependency Estimation 

• Functional dependency between hosts could be a 
stealthy malicious link.

• Capture the dependency between objects by 
information flow between then and model it through 
infection propagation. 

Functional dependency score:

Set of objects from target 
node Impact on control and 

operation
Object from host 

node



Intrusion Response Module

§ The IRS module has three stages:
§ Uncertainty of security state
§ Uncertainty of attackers’ behavior 
§ Response decision making process

§ SIEM acquire and analyze real-time information 
§ Response function triggered after identifying a steeping stone
§ Suspicious chain comprised with the set of connected compromised 

nodes from SIEM events.
§ Extract apparent capability for parameter 𝑥 from chain 𝑠)
§ Plugin the weight into exploitation score to model future 

threat propagation modeling--



Intrusion Response Module

§ Capture two behavior from suspicious chain:
§ Diverse capability 
§ Aggressiveness 

§ Aggressiveness is tracked by using temporal information associated with each evidence
§ How much penetration deviates from most aggressive attacks
§ Candidate node has two scores:

§ Exploitation - Aggressiveness
§ Functional dependency - Stealthy

§ Attacker constrained to take one strategy in single time-slot
§ Finding optimum node 𝑗 for response--



Implementation and Results

§ IEC-62443 architecture including 
IT, OT and DMZ zones.

§ Set PLC and RTU as critical target
§ Randomly take initial attackers’ position

from IT zone

Fig 1: Attacker’s evolving characteristics in penetration steps(left) & 
Performance evaluation of IRS with respect to attack propagation delay(right)



Modeling Attacker’s Capability 
(SecureComm’19)

Sharif Ullah, Sachin Shetty, Anup Nayak, Amin Hassanzadeh and Kamrul Hasan "Cyber 
Threat Analysis based on Characterizing Adversarial Behavior for Energy Deliver System", 
Securecomm, 2019

Kamrul Hasan, Sachin Shetty, Sharif Ullah, Amin Hassanzadeh, Ethan Hadar, " Towards 
Optimal Cyber Defense Remediation in Energy Delivery Systems", IEEE Globecom, 
Hawaii, 2019



In Depth APT

• Understanding the motivation and operation of APT actors play a vital role.
• Kill chain provides a reference to understand and map APT actors-

• Targets
• Motivations 
• Actions

Fig.	1:	APT	Life-cycle2



1. D. Bianco. (2014) The pyramid of plain. [Online]. Available: http://detect-respond.blogspot.com/2013/03/the-
pyramid-of-pain.html dossier.pdf

Pyramid of plain model1

Technical 
threat 
intelligence 

Behavioral 
attack signature

Pyramid of Plain Model 

Tactics: why an adversary performs an action 
Techniques: how they take the action
• Described from both the offensive and 

defensive points of view



Framework

ü Adding more context into each attack phase
§ Network/host artifacts form scanning info, 

Attack graph
§ TTP from MITRE, CAPEC etc.
§ Tools, threat intelligence from attacks in the 

wild from iDefense.



1. Choose business process with 
the highest monetized risk

2. Start with highest value critical 
asset 

3. Examine easiest attack paths
to the asset

4. Fix according to ease of 
attack and cost of 
remediation

Attack Graph
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ANALYTICS ENGINE

• What are the possible impacts on asset X?
• What are the possible paths to a target?
• What is the most probable attack path from 

outside the network to asset X?
• Given a path, what are all 

the configuration issues across it?
• What asset if compromised, provides more 

lateral movement options (TTPS) for attacker 
to proceed?

• How to avoid all possible impacts on a given 
asset?

Copyright © 2019 Accenture. All rights reserved.



Background: Attack Graph 

• An attack graph is the mathematical abstraction of details of potential attacks 
leading to a specific target

• Major two parameters:
• Node: Probable states
• Edge: Corresponding changes of states

• Different attack graph model comprised of:
• Different system parameters
• Application behaviors

• Multiple use cases in security and risk analysis.



Background: Attack Graph 

• Different representation of attack graph is proposed

• State enumeration attack graph:
• Emerged from model checking technique
• Node represents entire network state
• Shows all possible attack paths to particular goal attacker state
• Suffers from state explosion problem

• Dependency attack graph:
• First comes with exploit dependency attack graph
• Node à State condition
• Edge à Causal relationship between conditions
• # of nodes scales linearly



Background: Attack Graph 
Models 

• Topological Vulnerability Analysis(TVA):
• Model attacker’s exploit as transition between security 

conditions
• Exploit and security condition nodes

• MulVal reasoning engine:
• Derivation and fact nodes
• Directed graph

• NetSPA attack graph:
• Multi-prerequisite attack graph
• State node, prerequisite node and vulnerability instance node

TVA Attack Graph1 NetSPA Attack Graph2

1. Wang, Lingyu, Anoop Singhal, and Sushil Jajodia. "Measuring the overall security of network configurations using attack graphs." In IFIP Annual
Conference on Data and Applications Security and Privacy, pp. 98-112. Springer, Berlin, Heidelberg, 2007.

2. Ingols, Kyle, Richard Lippmann, and Keith Piwowarski. "Practical attack graph generation for network defense." In 2006 22nd Annual Computer
Security Applications Conference (ACSAC'06), pp. 121-130. IEEE, 2006.



Background: Bayesian Network 
(BN)

• Probabilistic graphical model representing 
variables and relationship between them

• Demonstrate causal dependency between 
exploits

• Quantify the likelihood of attack goals and 
predict potential attacks.

• Bayesian attack graph is a directed acyclic 
graph

• A great analyzer for security under uncertainty

Simple Bayesian Attack Graph1

1. Poolsappasit, Nayot, Rinku Dewri, and Indrajit Ray. "Dynamic security risk management using bayesian attack graphs." IEEE Transactions on
Dependable and Secure Computing 9, no. 1 (2011): 61-74.



Attack Graph and Action State

Webserver Fileserver Workstation

Network Topology

Attack 
Graph 

Generator

Attack 
Graph

Advisories
Host Configuration

Network Configuration
Principles

Policy

c

r

i Impact: Sub-goal achieved by the former action

Rule: Attack methodology attacker can leverage

Configuration: Condition, provide possibilities of 
action by adversary

§ Incorporate conditional dependency to transfer attack 
graph to state graph

§ Action State



Mapping to Techniques-Tactics

ü We map each action state to distinct Technique-
Tactic(TT) pair

ü Unfolds the current phase of attack strategy       
ü Each attack path eventually exposes a sequence of TT              

ü Mapping Attack State to Technique-
tactic:

§ Use rule and configuration information to 
map state to technique

§ Impact information to map state to tactic
§ Correlated technique pre-requisite in a 

sequence to improve mapping accuracy



Mapping to Techniques-Tactics

Tactic: execution, Technique- Exploitation for 
Client Execution (T1203)

Tactic: lateral movement, Technique- Exploitation 
of Remote Service (T1210)

Tactic: initial access

Tactic: lateral movement

Initial access execution lateral movement



Path Complexity and Effort Estimation
• High CVSS base score doesn’t exhibit the risk
• 14% of the vulnerable hosts are patched when

exploits are released publicly
• 15% of known vulnerability exploited in the wild

Intrinsic Skill

Hardness of 
PathVulnerable Component Risk

Technique Priority:
• Adaptability
• Exploitation

Correlation Coefficient 
Calculation:
• Attack Method Correlation
• Environmental Correlation



Path Complexity and Effort Estimation

ü Technique Priority Score:
q Two factors  considered.

§ Adaptability: depends on the environment and 
conditions allowing a technique to be exercised.

§ Exploitation: Depends on how it has been 
manifested in real world.

v Vulnerable Component Risk:
§ Unproven
§ Proof of concept
§ Exploited in the wild



Path Complexity and Effort Estimation

ü Hardness of Path:

• State hardness is defined as a 
function of two parameters

• Decay factor (λ) represent the 
effort reduction in similar actions

v Correlation Coefficient Calculation:
§ State integrated with ATT&CK, NVD, 

CWE
§ Track attacker’s evolving skill

Intrinsic hardness Correlated hardness

Attack method 
correlation

Environmental 
correlation

Criticality of the state Effort reduction



Path Stealthiness
• Hypothesis behind the stealthiness: The more isolation a path 

introduces –
• More detectable by the defender
• Less exploitable by the attacker

• Adversary Categorization:
• Persistent or goal specific adversary (tailored attack)
• Different constraint (time, resource etc.) bounded 

adversary (commodified attack)

• Strategic plan through attack graph help to find the motive of 
attacker.

• Data Quality parameters (DeTTECT):
• Data Field Completeness: Indicates to what degree the data has the 

required information/fields as well data in the field 
• Timeliness: Indicate how accurate the timestamp of the data 

corresponding to the actual time an event occurred.
• Consistency: Indicate the correlation with other data sources in terms of 

data field names and types. Data Quality 
Measurement

Monitored data source



Path Stealthiness Calculation

Stealthiness of Path:

Framework

Access Control Firewall, Proxy 
server, Egress 
filter

Secure 
Communication

VPN, SSL, IPSec

Authentication Identity and 
Access 
Management 
System, ISE

Payload 
Inspection

HIDS, NIDS, Log 
auditing, 
Anomaly 
Detection

Deception Honeypot, 
Honeynet, NAT

Isolation Pattern Security Control  

Analytics Data 
sources

𝜔!"!
# =Security Control k deployed in action state 𝑎𝑠$
𝑆𝐶!"! =Required Security Control in 𝑎𝑠$

• Operation Pipeline:
• Generate Attack graph (AG) from network
• Identify security control
• Identify data sources monitored by security control
• Map data sources to AG analytics
• Path stealthiness calculation

Attack graph

𝑑𝑄!"!
# =Data quality of Security Control k deployed in 

action state 𝑎𝑠$



Additional Analytics:

Investigate critical data sources: 
• Detect additional exploited techniques
• Determine new attack paths
• Monitored frequently in the attack graph and determine mitigation plan for attack paths
Map critical data sources into security control to effective security control 

Additional analytics using the 
Framework

Cyber Analytics Repository (CAR) 

• Impose more granular information from data sources
• Each data model is comprised of {object/action/ field}  e.g., {driver, file/ load, create / md5_hash, pid } 
• Extract unique data model which should be monitored to prevent all ATT&CK techniques from exploitation
Prioritize the defense. 



Validation on ICS

Accenture ICS Testbed

q Active scanning with Nessus for IT network
q Passive scanning with Grassmarlin and ClarOty for OT 

network.
q Extract attack paths terminating into multiple targets

Deviation of Path Hardness Distribution of Attack path



Attack Graph and Criticality 
Analysis

• Attack Paths: 0 → 1 → 2 → 3 → 4 → 5 → 6 → 7
→ 8 → 9 → 10𝑎 → 11𝑎 → 12𝑎; 0 → 13 → 6 → 7
→ 8 → 9 → 10𝑎 → 11𝑎 → 12𝑎 - SCADA1
(target).

• Attack Paths: 0 → 1 → 2 → 3 → 4 → 5 → 6 → 7
→ 8 → 9 → 10𝑏 → 11𝑏 → 12𝑏; 0 → 13 → 6 → 7
→ 8 → 9 → 10𝑏 → 11𝑏 → 12𝑏 SCADA2
(target).

• Though paths have identical exploitation
probability from attacker starting node to
SCADA1/SCADA2, the damages along the
paths are different.

• Attacker has opportunity to analyze
options and select the path that can make
the most damage to the target



Modeling Attacker’s Intent

Charles Kamhoua, Alexander Kott, Laurent Njilla, Sachin Shetty, “Modeling and Design of Secure 
Internet of Things”, John Wiley &Sons, 1 edition, 2020, ISBN 978-1-119-59336-2



Goal

Predict attackers’ movement into the 
system using TTP Chain

Understand adversary Strategy

Observe suspicious activity and 
predict future action



Threat Actor Insight from MITRE

Threat Actor Cluster based on 
Technique

Threat Actor Cluster based on 
Tactic

PCA + K-means clustering



Stone Panda

APT 35

Woolen-GoldFish
2015

OilRig

Magic Hound
2016

PupyRat
2017

Shamoon
2012

Helminth
2016

IMSTrojan
2017

Attack on 
Insurance Agency

2018 (Jan)

…
…

…
…

…
.

Shamoon V3
2018 (Dec)

menuPass
2016

TradeSecret
2017

Cloud Hopper
2016

ChessMaster
2017

New Battle
2018

Threat Campaign Information



Ongoing efforts

• The Threat Report ATT&CK Mapper (TRAM) 
is a web-based tool from MITRE to analyze 
report and extracting ATT&CK technique. 

• It takes the procedure example from 
ATT&CK to train the model.

• Use logistic regression with tokenized data 
to match the technique to the report

Limitation--

• A beta release. Needs analyst review for better accuracy.

• It only used count vectorizer for feature extraction which could embed lot’s of noisy data during training.

• It failed to extract the context of each technique could turn out error prone result.



Attack life cycle and defense strategy

Attack Life Cycle in APT Progression Detection Maturity Level model



Threat Intelligence Sources 



NLP Approach to Identifying Adversarial 
Technique, Tactic and procedures (TTP)

Campaign info

Preprocessing

Technique-Tactic 
Identification

Unsupervised 
feature 

extraction(Tf-
idf, weighted 

word 
embedding)

Attack Sequence 
in Campaign

TTP 
description

Threat Intel 

Security Articles

TTP features

Campaign 
features

Machine 
Learning 
Classifier

v Syntactic similarity:
§ TF-IDF/Tf-IGM + Cosine 

Similarity

v Semantic similarity:
§ Embedding method+ Similarity

Similarity model

Syntactic 
Similarity

Semantic 
Similarity



Threat Propagation Sequence Analysis

Learning threat 
propagation 

sequence (RNN-LSTM 
models) Profile embedded 

AG
Technique-Tactic 

Sequence in Campaign

Attack Pattern 
Identification in 

AG



Data Preprocessing

v Data Scraping and Preprocessing:
§ Extract unstructured text data from web (threat reports) and MITRE (threat intel) 
§ Initially remove noise from the text like advertisement and other unnecessary information by regular 

expression
§ Perform Stemming and Lemmatization: the process of reducing inflection of words in their roots form 

belong to the dictionary form as well
§ Remove Stop words
§ Initially extract features by dependency parsing

Indicator of 
compromise (IoC)

Feature

Dependency Parsing

Noise + Stop words



Techniques Extraction

• We extract potential adversary techniques from the 
threat reports

• TF-IDF is used to put weight on each feature we 
previously extracted by dependency parsing.

• 𝑇𝐹 − 𝐼𝐷𝐹 = 𝑇𝑒𝑟𝑚 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 ∗ 𝐼𝑛𝑣𝑒𝑟𝑠𝑒 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
• This process signifies the importance of words in the 

document and corpus.
• In our model, we investigate which TTP features are 

more important for a particular technique than others.
• Then cosine similarity is used to measure cosine angle of 

two vectors 
• TTP feature vectors from threat intel
• Campaign feature vectors from threat report

• Result shows some of the techniques probability based 
on our analytics on a specific threat report. 

𝑡𝑓 − 𝑖𝑑𝑓 = 𝑡𝑓 𝑡, 𝑑 ∗ log(𝑁/(𝑑𝑓 + 1))

𝑡 − 𝑡𝑒𝑟𝑚 𝑤𝑜𝑟𝑑 , 𝑑
− 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑠𝑒𝑡 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 , 𝑁
− 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑐𝑜𝑟𝑝𝑢𝑠, 𝑐𝑜𝑟𝑝𝑢𝑠
− 𝑡𝑜𝑡𝑎𝑙 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑠𝑒𝑡

𝑑𝑓 = 𝑂𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒 𝑜𝑓 𝑡 𝑖𝑛 𝑑𝑜𝑐𝑢𝑒𝑚𝑛𝑡𝑠



Tool Architecture

• Multistage learning pipeline to mine threat 
intel  resources to unfold attack pattern

• Convert every letter to lowercase and filter 
stopwords like ‘for’, ‘the’, ‘to’ tc.

• Reduce noise- ,   ;   :  . 
• Trun the word in root form
• Multi-word frequently co-occur together-

tokenize together

Adversarial Attack Pattern Learning Pipeline

Data Collection and Preprocessing



Technique-tactic Identification



Feature Extraction- Bag of words

• Form One-hot vector corresponding to every term

• Term frequency Inverse document frequency (Tf-IDF): 𝑓!,# 𝑖𝑠 number 
of times the term appear t in document d

• Term frequency Inverse gravity Moment (TF-IGM): 𝑓$,% frequency of 
term occurring 𝑡$ in different class, which sorted in descending order, 
r is the rank



Feature Extraction- Sentence Embedding

• Normalize the word vectors in the sentence
• Two types of word embedding is used-
• Glove Embedding- Global word-word co-

occurrence matrix
• Dependency based embedding – Use Skip Gram 

model. Linear context to arbitrary context



Technique and Tactic Classification

• BoW formed a very sparse vector- cosine similarity used
• Universal – trained on general corpus
• Pre-trained- trained on our corpus
• 6600 sentence for training and 1050 for testing
• Topical dependency is more relevant than functional 

dependency 
• High dimension turns out more distinct feature 

Performance with different word embedding 
dimension (Glove)



Pattern Entity Recognition- Annotation  



Pattern Entity Recognition – Char-
embedding 

• Threat Intel often has out-of- vocabulary token
• Mostly software, malware, threat actors
• Concatenation of forward and backward 

representation 



Neural Network Architecture for PER

• Word vector is concatenated with character vector 
• Input embedding 𝑒 = [𝑤& , 𝑤', 𝑑%]
• BiLSTM captures contextual information
• Interaction function captures the interaction between word and 

parents
• For higher layer BiLSTM - 𝐻()* = 𝐵𝑖𝐿𝑆𝑇𝑀 𝐻(

• Score from BiLSTM 𝑠𝑐𝑜𝑟𝑒 𝑦, 𝑥 = ∑&+*, 𝑝& 𝑦& + ∑&+-, 𝑇[𝑦& , 𝑦&)*]

• CRF – 𝑃 𝑦 𝑥 = ./0(234%5(6,7))
∑
!` ./0(234%5(6,7))



Data Preparation

• Transform the annotated data into BIO – ‘Begin’, 
‘Inside’, ‘Outside’ schema. 

• Then transform into CONLL-X format



PER- results

• Use universal word embedding
• Use concatenation as interaction function
• Unlike TTp adding more learning state doesn’t help 

for pattern entity recognition



ASSET DISCOVERY

THREAT 
INTELLIGENCE

VULNERABILITY ANALYSIS

SECURITY 
EVENTS ATTACK GRAPH GENERATOR

NETWORK ANALYSIS

IMPACT ANALYSISCONTEXTUALIZATION

RECOMMENDATION ENGINE 

CYBER RISK MANAGEMENT
PROACTIVE AND REACTIVE APPROACHES
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Opportunity Attacker technique-
tactic Integration 

In-depth Behavior 
Analysis 
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