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SOC Operations
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Frequent request from OT operators

Could you please design an infrastructure in such 

secure way that no monitoring would be necessary 

(e.g., network monitoring, log collection & review)



Argument back: 24/7 process monitoring



Argument back: 24/7 process monitoring



Layers of safety protections



Layers of security protections

https://commons.wikimedia.org/wiki/File:Video_tape_archive_(6498650083).jpg
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IT/OT convergence: SOC analyst and Control 
Room operator

IT / Analyst OT / Operator



The only common discussion point?

Every day at work



SOC vs. Control Room Operations
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SOC analyst and Control Room operator

• Monitoring of IT infrastructure

• Reacts to Alerts
• Protects from threats

(mostly human factor)

• Responsible for security

• Confidentiality

• Integrity 

• Availability

• Frequently outsourced

• Room for creativity in processes

• Monitoring of physical processes*

• Reacts to Alarms
• Protects from hazards

(mostly natural causes factor)

• Responsible for safety

• Uptime

• Max of economic profit

• (Safety and pollution)

• Mostly in-house

• Very standardized processes
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*In some cases: Monitoring of supporting 
infrastructure

Physical process Supporting infrastructure



14

SOC analyst and Control Room operator

• Monitoring of IT infrastructure

• Reacts to Alerts
• Protects from threats

(mostly human factor)

• Responsible for security

• Confidentiality

• Integrity 

• Availability

• Frequently outsourced

• Room for creativity in processes

• Monitoring of physical processes*

• Reacts to Alarms
• Protects from hazards

(mostly natural causes factor)

• Responsible for safety

• Uptime

• Max of economic profit

• (Safety and pollution)

• Mostly in-house

• Very standardized processes



Alert vs. Alarm

➢ An Alert is a signal that 

draws attention to 

something. An alert state 

refers to a longer period of 

time during which increased 

attention remains in effect 

➢ An Alarm is a short warning that 

draws immediate attention to a 

danger. It usually does not refer to 

a longer period of time
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Safety Protection Layers: „Financial Alarms“



Maximization of economic profit

https://www.slideserve.com/Antony/the-birth-of-asm
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Commonality: Novel Challenges

• Typical monitoring object

‒ Security controls/infrastructure

• Unforeseen events which 

invalidate security 

assumptions

Unexpected interdependencies 

due to infrastructure complexity 

• Typical monitoring object

‒ Physical process

• Unforeseen events which 

invalidate safety assumptions 

Unexpected process upsets due to 

human-in-the-system



https://i2.wp.com/staging.gbhackers.com/wp-content/uploads/2017/01/BvJniTg-2.png?resize=1068%2C727&ssl=1

Security Operations Center (SOC)



SOC: Typical components
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SOC: Sources of events

➢ Security infrastructure (endpoint security, IDPS, DLP, VPN, FW, honeypots, etc.)

➢ Network infrastructure (routers, switches, AP, DBs (SQL/Oracle, LDAP, Radius))

➢ Client endpoints (security and windows events, application logs) 

➢ Web and email servers

➢ Servers  (OS and application logs)

➢ Virtualization infrastructure

➢ Usage of user / service accounts

➢ Non-log information (asset inventory, vulnerability reports, network maps, configs)

➢ Etc.



SOC: Typical components

Events

Events

Events

Events

Rules Vizualization
Ticket 

Systems

External 

rules / IoCs

Correlation 

/ SIEM



Detection rules: Pyramid of pain

https://www.oreilly.com/library/view/intelligence-driven-incident-response/9781491935187/ch04.html



Indicators of compromise

https://threatpost.com/misunderstanding-indicators-of-compromise/117560/
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SOC: Typical components
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Correlation engine: Qradar (IBM)



SOC: Typical components
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SOC: “Tiers of Ticket Response” 

Distribution of responsibilities between tiers may vary: 

➢Tier 1 – Alert analyst (frequently outsourced)

➢Tier 2 – Incident Responder (sometimes outsourced)

➢Tier 3 – Subject Matter Expert/ Hunter

• SOC Engineer

• Incident responder

• Reverse engineer

• Threat intelligence analyst

Responce times for each tier are defined by SLAs



https://eng.heroya-industripark.no/var/site/storage/images/media/images/statoil2/statoil-kontrollrom/67513-1-nor-NO/statoil-kontrollrom_size-medium.jpg

Control Room in an industrial plant



Control room: Typical components
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OT: Sources of data

➢Process data

• Process measurements

• Pre-alarm, low (LL) / high (HH) limits

• Rate of change

➢Equipment status, diagnostics

➢Safety systems

➢Alarms from packaged units

➢F&G systems

➢Video surveillance feed

http://blog.canarylabs.com/2016/06/27/a-guide-to-the-best-data-historian-software-a-review-of-the-canary-historian-versus-

rockwell-factorytalk-and-osisoft-pi



Control room: Events Sources

Events Sources

ANSI/ISA-18.2-2016 Management of Alarm Systems for the Process Industries



Visualization: Human Machine Interface (HMI)

https://1.bp.blogspot.com/-4f6UFLToOpI/Ti3jII9fLzI/AAAAAAAAAYY/oQXHuuAr2c8/s1600/wincc-flexible-runtime-screen-02-1024.jpg



HMI alarms

white-paper-alarm-management-deltav-en-57058.pdf



SOC vs. Control Room: Alarm Tuning
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Definition of “expensive” differs in IT and OT



Definition of “urgency” differs in IT and OT



Definition of “urgency” differs in IT and OT

On average, companies take about 

197 days to identify and 69 days to 

contain a breach according to IBM.
https://www.ibm.com/downloads/cas/AEJYBPWA



Definition of “urgency” differs in IT and OT

At 1:23 pm reactor cooling

problem identified. At 1:33 pm the 

reactor burst and its contents exploded, 

killing 4 and injuring 38 people
https://www.csb.gov/t2-laboratories-inc-reactive-chemical-explosion/



IT alert prioritization: Criticality of security control
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IT alert prioritization: Attacker progression



IT alert prioritization: Asset criticality

Customer 

serving servers

Critical 

application

servers / DBs



SOC: Alarm tuning

➢ Threat driven: Outbound traffic to known C2 server

➢ Policy driven: Usage of domain admin account

➢ Anomaly centric: High volume scanning from a single workstation

Mostly heuristic alarm threshold tuning 

➢ Goal is to minimize false positives and noise 

➢ Alerting on known IoC or obvious threats such as usage of privileged 

accounts

➢ Setting up a threshold for AV alerts or brute force activities

➢ Alerting based on behavioral patterns



OT: Alarm management guidlines

Source: Internet



OT: Target alarm rate



OT: Alarm prioritization



Parameters involved in establishing alarm setting

Operating envelope



Advanced process control

https://blog.yokogawa.com/blog/what-is-apc

https://www.mec-value.com/english/solution/system/advanced.html



Alarm response time

https://www.controlglobal.com/assets/00_images/2015/08/CG1508-AlarmsFeat2-Fig2-2.jpg



Enterprise SOC or OT SOC?
(or a little bit of both?)
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OT: Understanding reaction time requirements



Automation Pyramid
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Automation Pyramid
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Abnormal Situation Management (ASM) 
Consortium

The ASM Consortium promotes their vision by 

conducting research, testing and evaluating 

which contribute to the successful reduction 

of abnormal situations in chemical processes. 

https://www.amazon.com/Effective-Console-Operator-HMI-

Design/dp/1514203855



Layers of HMI views

What is displayed in each level is plant (customer) specific, 

there is only general guidance:

➢ Level 1 – plant overview

➢ Level 2 – unit overview

➢ Level 3 – equipment overview

➢ Level 4 – trends / 

elements of contro logic

https://www.asmconsortium.net/Documents/2009%20ASM%20Displays%20GL%20Webinar%20v014.pdf

Trends are one of the most 

important displays 

Effective Text/ 

Object Size



Fundamental design of HMI 

The operator interface allows operators to focus their mental 

resources on controlling the process, not on interacting with the 

underlying system platform. 

That means the HMI is consistent and easy to use in terms of 

making minimal demands on the console operators’ mental and 

physical resources to understand and interact with the process 

control system.

https://www.controleng.com/articles/creating-an-asm-compliant-hmi-goes-deeper-than-screen-color-selection/



OT: Understanding reaction time requirements

https://www.gartner.com/reviews/market/security-information-event-management/vendor/ibm/product/qradar-siem/review/view/1353353



(some) Points to consider

How can we decrease root cause analysis and mitigation decision time in 

SIEM tools?

vs.



(some) Points to consider

Which logs do we need to collect? Which visibility obtain? -> Granular 

visualization of data flows 

Attack vectors

https://www.slideshare.net/MarinaKrotofil/s4x16-europe-krotofilgranulardataflowsics



(some) Points to consider

TRITON incident

➢ During code injection, safety PLC generated alarms

➢ Why was there no operators’ reaction?

http://www.supracontrols.com/TriconexSOE%20PC_Interface.aspx

No existing procedures for collaboration between OT & IT.  
Otherwise the incident could have been identiy during first plant trip



FAQ: But is not detecting at L1 too late?
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• Even in corporate domain 

detection is done “in depth” 

(not only on perimeter or 

Internet DMZ

‒ Other wise why do even 

bother with vulnerability 

and patch management 

at L1-L2?



FAQ: But is not detecting at L1 too late?

• Project files are trusted files and 

always allowed to be brought in

• Bypass all layers of protection in 

upper network layers

• Scanning with AV is not effective

• Immediate effect on industrial 

process

• Frontline vendors are also 

vulnerable

https://2018.zeronights.ru/wp-content/uploads/materials/21-SCADA-projects-from-the-point-of-view-of-hackers.pdf



Conclusions
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Conclusions

➢ Even if the activities of the SOC and control room are in essence similar, it is 

important to be aware of each other differences:

• Priorities

• Vocabulary

• Context

➢ OT domain has unique requirements in terms of responding to security 

events or incidents:

• It is important to have suitable tools for incident analysis and resolution

• It is important to collect relevant logs/have relevant visibility

• Make Industry 4.0 great again! 



Marina Krotofil
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